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1  Introduction

The RADARSAT Geophysical Processor System (RGPS) s a processing, system dedicated
{o the analysis of Synthetic Aperture Radar (SAR) data of sca ice collected by the Canadian
RADARSAT satellite [Rancey et al., 1991]. RADARSAT was launched in November of 1995
nto a 24-day repeat eycle, an orbit configuration which provides near repeat coverage of the
high latitudes at 3 and 7-day intervals. The SAR sensor has a mnnber of imaging modes,
one of which illuminates a wide swath (460 ki) designed for large scale mapping, of the
Farth surface. The science plan of the Alaska SAR Facility calls for weekly coverage of the
Arctic Ocean. With this mode, the coverage of the Arctic Ocean every seven days (Fig. 1)
with 100 m pixels, produces approximately a gigabyte of image data daily. i an eflort to
make this larpe volunme of SAR data more useful to the scientific connnunity, the objective
of the RGPS is to process this image data into fields of geophysical variables to a spatial

and temporal scale suitable for supporting Arctic-scale science investipations,

A Geophysical Processor System (GPS) (Kwok and Baltzer, 1995) for processing, of sea ice
and ocean data was installed at the Alaska SAR Facility shortly after the launch of the
Furopean Barth Remote Sensing, (RS- 1) satellite in July of 1991, During, its three years of
operation, this system had routinely provided products of ice motion and ice types. The GPS
demonstrated the feasibility to produce peophysical products in a semi-automated fashion.
The systemn filled part of the need to convert SAR hnages into peophysical data sets: it
produced these products in roughly 100x100 ki scene sized pareels. This system did not
coalesce these data parcels into fields of observations, although some work by investigators
moved in this direction. The narrow swath and limited data availability hampered some of

these eflorts. With the RADARSAT wapping mode and frequency of repeat coverage, it is




now possible to con vert th ese high resolution radar datasets into large scale ficlds

The scientific poal of the RGPS is to provide dat asets to improve our carrent undey standing, of
the impact of sea ice on global climate. hiteractions between sea- ice, oceanand 11 mosphere
in the polar 1Cpions Htl’oil};])” aflect the Farth’s climate,  Sca ice growth, movement and
decay aflect energy and mass balance of the polar occan systemn. The surface heatand brine
fluxes associat ed with sca- ice growth contribute significantly to convection of the occan and
thermohaline cirenlation. Snow covered sea- ice reflects most of the incident solm radiat ion
back into space, while fresh water fluxes associated with melt ing ice serve as st ablizing,
clements in the cirenlation of the North Atlantic waters. 1’ rocesses along the ice margin and
coastlines par ticipate in water- mass for mation, upwelling, convection sediment transport
and other phenomena. Undarstanding and modelling, these phenoniena yequire information

of sca-icemotion, t hickness and coneentration.

Iive seaice paramecters are estimated and recorded in the RGE S syst ein: ice mot ion, ice
ape/thickness, (late melt onset /freeze-up, open water fraction and histograms of backscatter,
1 3clow, we describe t he scientific relevance of these peophysical variables. A fundament al
RGPS measurement is ice motion obtained by tracking conmmon features in successive SAR

images. Inthe RGPS, a Lagrangian view of the motion field is P roduced from a sequence of
SAR imagery. From these observations, the ice age and ice thickness histograms of 1 he thin
ice fraction of t heice coverin the wint er are derived. I t he siinmer, we estimate the open

wat er fractjon from backscat ter and arca chiange infor mat ion.  The backscatter histogram
of cach cellt eCorded during, cach observation.  The time of wmelt-onset in the spring and
freeze- UP int he lilt ¢ fall are estimat ed from changes inbackscat t er signature of theice (OV(7.

These fields of geophysical variables will support process st udies, model validation and the

development of climatologies of seca ice processes.

Iee Motion Lavpe scale circulat ion of seaice determines the advective part of the ice balance
and provides a velocity boundary condition on the oCean swr face. Smaller scale processes
imvolve the detailed motion of individualfloes, aggrcgate of floes and the formation of 1( ads.

Smallscale 10¢ motionContiGlg the abundance of thinice and 111(°1(°1 02’ the manysurface 1170

cesses dep endenton thin ice, S11C11 as 6ilPhIICHE heat flux to the atimosphere. Leadformatior,
during periods of divergent motion produce open wat ¢r and thin ice arcas t hat domin yie the
heat flux inf o t he at mosphere and salt flux into the ocean. In cont rast to this are e ssure

ridges t hat forim during periods of ice convergernjce. Small scale mot ion and defor niat ion of




the ice cover under wind and cirrent stress are measurable in SAR data as has been demon
strated by munerous studies | Curlander el al., 1985, Fily and Rothrock, 1987, Kwok ot al.,

1990]. Time senes SAR data provide a small scale view of sca ice motion.

10°C age/thickness Distribution. The esthnation of the thickness distribution is the primary
motivation for tracking the ice age dist ribution.  Among, the many py opertics of sea ice
strongly dependent upon its thickness are compressive strength, rate of growth, surface
t cimperature, tar bulent and radiative heat exchange with 1 he atinosphere, salt. content and
brine flux into the occanic mixed layer | Untersteiner. 1986]. 01117 presentknowledge of the
Arcticice thickness distribution is derived largely from analysis of sonar dat a from submarine
cruises. More 1 ecently, moor ings with upward Jooking son arvs have also been used to sanple
the thickness distribution at fixed locat jons. These and other remote sensing, techmiques
undlor deve lopment for measurernent of the ice thickness arve reviewed i (- Wadhams and
Comiso, 1992; Thorndike el al., 1 992). These instrunents ty pically pr ovide a one dimensiona’
t ransect of ice draft (or cquivalently, thickness). 1 'he data are useful for computing the
volume transport of ice through a reg ion or building P a climatology of mean ice thickness

over a long period of time.

The use of ice type as inferred from active [Kwok ¢l al., 1992] or passive microwave [Caw-
aliers et al., 1984] datasets as a proxy thickness indicator of ice thickness, in substitution
for the direct 1esolution of the thicker ice classes, is at best a poor replacement of direct
measurement. Surface processes typically dominate the backscatter and emissivity observed
by spaceborne sensors. At higher probing, frequencies, atimospheric water vapor and clond

are additional confounding, factors in the identification of ice types.

The age dis tribution of sca ice specifies the fract jonal arca covered by ice i different age
classes as a function of time. This ape distribution is a fundamental guantity that can be
measured using, ice motion informat ion by keeping, t rack of t he areachanges of defornmmg,
cells [Kwok ¢f al., 1995]. In the Arctic Ocean in winter, 1 (w ice forms from freezing sea
water that is exposed by the opening of leads in t heice cover. These horizontal openings
manifest themselves as additions of arca s to the local ice cover anciare divectly observable
in time sequences of Synthetic Aperture Radar (S AR) imagery. The new ice in these leads
ages andthickens. Repeated temporalsaimplingrof {11 se clementalareas provides 118 withan
indication of when new arca s o1 lCads were crea ted. the lenpth of their existence, and thus

arccord of theit age. The resolution of age is dopendent on the sa mpling interval. Wit




some knowledge of the heat exchange hetween the atmosphere and occan, the observed ice

ape distribution can be used to estimate the ice thickness distribution.

Melt Onset /Fre eze Up. The location and timing of melt onset and freeze-up on Aretic sea ive
play significant roles in a number of geophysical processes. A large decercase insu face albedo
accompanies the onset of snow melt during t he spring and thus increases the absor ption and
heating of theice by the shortwave radiation. The rapid temperature decrease during fi ccze-
up inthe fall has an opposite ¢ flect on albedo and marks the beginning, of the ice growth
scason and the end of the summer. The Iength of the melt scason is defined by the two
transitions described above. Changes in the timing, and spatial pat terns of these t ran Sit jons
andthe longth Of the HHIC Tt scason are important parameters in polar climate and may also

serve as sensitive indicators of climate change inthe highJatitudes.

Wincbrenner e (11, (1 994) and Wanic:brenner et al. 1 996) h ave shown that t he 011 1set of
111( 11 and{reeze-up eventsare clearly detectable as changes in radar backscatter in RS- 1
imagery. 1)uring, melt onscet, t he appearance of liquid wat er in the snow cover on mult iycar
ice ismarked by asteep decr case (ahmost 9dB) in the obser ved backscatter. At the end of the
smnmer, the back scatter from sca ice which survived thie summer scason inerea ses rapidly
as temperature fall below fi cezing and att ains a st able backscatter which is charact eristics

of multiycar ice in t he winter [Kwok and Cunningham, 1 994].

oncir Water Fraction.  During the melt scason, fresh water is reinject ed int o t he upper
ocean. Meltwater increases occan St rat iication and ther e fore the heat flux bet ween t ie (il
andatmosphere. ‘1°11(1 heat of the 11])] »er occan also increases as the total ice concentration
decreasesover the s1111)11107°. “1°1111S, t hearcalextent Of (])(?1) wateris animportantparameter

to monitor for the understanding of the heat and mass balance of the ice cover.

After the onset of melt in the spring. t he contrastbetween first-year and mult iyear ice at
C- band is lost and there is at p resent no effective means for ice type classificat ion in 1 he
sunnner time. The $11111111(°1 scaice cover at. C-band has an average range of backscat 11
that is between -1 7dB and 12dB. At C- V'V, open water backscatter is dependentonw ind
speed and is typically higher than that of the ice cover if the wind speed is above 45 m/s
The azimuthal look divection introduces only 1-2 (111 of modulation of the backscatter at
ERS 1 Jook angles. Comaso and Kwok (11 993) 11S((1 av algorithim which takes advant ape of
the higher backscatd 017 of windroughenedopenwaterrelativet otheice (Mel’ (17 to estimatethe

01)( 11 waterfraction. In additvon to the large vanpe of incidence angle in the RAD AR SA'T




data, the SAR is operated at C-HIL For use in the RGPSt his alporithm is modified to take

ad vantage of the 17(°s))o11s(1 of roughened water at near range and the Jowe backs cat ter of

open water at the higher incidence angsle at far range.

Timeseries of backsca {ter observations. The time-series evolution of backscat t er contains
M formation on th e state of t he surface of show covered sea ice. It may be possible t () link
the conditions of theice surface to a variety of” energy and mass fluxes baseduponthe state
of ablation of the snow and scaice [Barber et al.,1994]. The RGPS will collect time series
histograms of backscatter withineach Lagrangian cd] t osupportinvestigations for 1Glating,

t 11¢ evolution of backscatterto £eGphysically relevant Parameters.

T'he intent of this chapter is to provide a description of the RGPS the processing alporithms
and its data products. In the next section, we outline the algorithms which were implemented
inthe RGPS for analysis of the RAD ARSAT raday data. In section 3, the data products
produced by the systen are descriled. "The implement ation of the syst eny is discussed in

scction 4. Sunnnary remarks are provided in Section b.

2 Sca lce Algorithms

lce motion and backscat t er hist ory are the primary mecasuremnents made direct Iv from t he
time sequence of SARimagery. The algor ithis desceribed her ein are strongly dependent on
the availability of this thneseries of ice motion and estimation of” some of these 8COphvsical
variables would y01 1he feasible wit hout. continious observations of ice cover. The specific
details of the algorithims deserilyed here can be found in the references in the text and
clsewhiere in this book and will not be given here. Rather, we use examples to illusty ate the

procedures,

2.1  Lagrangian lce Motion

The ice motion t racker is based ont (1 procedure described 1)) Kwok of al. (1990). Briefly.
the ice tracking algorithm operates on pairs of” images separated in time by 2= days. using, a

combination of area-mat (‘]li11§’,%111(”‘“‘”“”"mnt Chill{’, techniques to track an array of points




from a source hnage to a target hmage. Initially, a regular artay of points is defined on the

first image of a series of mages covering a region. These points constitute the corners of a
repular arvay of square cells five kilometers on a side. The ice features at these points are
identificd and tracked in cach of the subsequent images in the repeat obseyvations using, the

s

ice tracking algoritinn. This provides a set of ice displacement vectors. Fig. 2 shows the set
of displacement vectors derived from ERS-1 iimagery. Isach point acquires its own trajectory,
and the array of cells moves and deforms with the ice cover. The deformation of the ice
cover as depicted using, the trajectory information is shown in Fig. 3. This differs from the
current. GPS ice tracking strategy, i which the motion between imap,v pairs is reforred to
an Earth fixed grid, giving an Fulerian picture of the displaceimnent field. The RGPS uses an
ice tracker 1o follow the same set of points over a long time, giving, a Lagrangian picture of

the motion identical to that derived from drifting buoys.

2.2 1 ce A ge/Thickness

This procedure allows us to provide estimates of local age and t hickness (list ributions of the
Arctic scaice ¢ over. We note that the algorithm works only during t he winter and also that
it provi des a fine age resolution of only the young end of t he age distribution. We refa
t () t imeinterval between sequential images as a t ime step. During cach time step, the cdl
arcas arc computed. A positive change indicates that new ice was formed in the cd]. A
nogative change is assumed to have ridged the youngest ice in t he cell, reducing, its arca.
T'he assumption here is that once ridging staris, the deformation tends 1o be localized in the
thinner, weaker 1&at recently formed in the lead sy rstemns. 1 heage classes are determined
by the lenigths of the time steps. The ayea of ice in each age class in cach cell is updat ed at

cach time step. In this way, we keep track of the age distribution of the young ice.

The area of multiyear ice in cach cdl is also computed at cach time step using the ice
classification algorithm deseribed in Kwok ¢t al. (1{)92). ‘1'11( icetypealgorithimusesa
maxinnn likelihood classifier and a 1oo k-up table of exp ect ed backsea tter chara ctervistics
t o assign cach image pixel to one of four cla sses: multiyear ice, deformed fivst year ice,
undeflornmed first-yvear ice, and a low back scatt extvpe char acterist ic of smooth, younger
icetypes and calin ()])(C11 water. T'wo possible sources of error are from wind-roughened
open water and from frost flowers growing on new ice. Bot b of these physical phenomeima

exhibit hivhly variable radar back scatter, cansing the classifier to label these pixels sometimes




mcorrectly as multiyear ice. The time series of multiyear ice arca for cach cell is used
1o resolve these ambipuitics, vesulting in a more accurate classification. Since the arca of
multiyear (multiyear) ice within a cell should remain constant (hecause no multiyear ice is
created i the winter), any anomaly which shows up as a transient spike or hump could be
filtered out. The ice dassification algorithim is not used to identify types of first-year ice
because the aceuracy of the dassifier is lower for these ice types. Since the arcas of young,
ice and multiyear ice in ecach cell are accounted for by the above procedures and the total
cell area is known from its geometry, the residual arca is simply labeled as first-ycar ice. For
a series of five images with, say, three days between successive images, the age classes would

be: 03 days, 3-6 days, 6-9 days, 9-12 days, first-year ice, and muoltiyear ice.

With records of the near surface air temperature, the young end of the age distyibution is
converted to a thickness distribution using a simple empirical relation between accumulated
freezing-degree days and ice thickness (Maykut, 1986). We note that this scheme does not
provide estimates of the the thickness of first-year or multiyear ice. The present method
provides a two dimensional, potentially basin-wide picture of the thickness of young ice, but
it does not give any information about the mean thickness of the ice cover as a whole, since
voung, ice occupies only a small fraction of the total area. T’he main output product of our
apc analysis procedure is the t hickness distribution of young ice at a fine spatial 1 esolution
and t he arcalfractionof firs t- year and multi-yearice at regular time inter val. Iurther details

of howice apeis related to cell arca changes can be found in Kwok etal. (1995).

We select two examples to illustrate the procedure used for ice age computation within a cell.
These cells are extracted from BERS-T imape sequences of the central Beaufort. Sca acquired
during, 1992, The time series spans a period of 12 days fromm March 18 to March 30. The
sampling interval or time step of the sequence is 3 days. The initial cell size is H ki by b km.
We assume, in the two examples shown here, that the initial distribution contains only first-
vear and multiyear in the cells. Table 1 and IMigure 4 illustrate a fow steps in the procedure
The increase i cell arca, between Day 077 and Day 086, duce to the continual opening, of
a lead, is evident. The arca changes of the cell as a function of time are plotted in Figwre
Ab. This cell had an initial arca of 2500 units, 1336 of which were classified as multiyear ice.
Over the first time interval (Day 077 to Day 080). the arca imcreased to 3034, giving a young,
ice class (which is between 0 and 3 days old), an arca of b34 units. 'T'he remaining 1164 units
were assigned to the first-year ice class of undetermined age. The cell arca increased to 3200

and 3317 during the second (Day 080 and 083) and thud (Day 083 and 086) time intervals,




respectively. This new arca of 171 units created during the second time interval replaces the
H31 units as the youngest age group. Similarly, the 112 units created during the third time
interval replaces the 171 units as having the youngest age. The 534 units created during, the
first thne interval have become 36 dayvs and 69 davs old, during, the second and third time
intervals, respectively. A closing event (between Day 086 and 089) caused a decrcase in cell
arca from 3317 1o 3235, or 82 units. At this tiine step, the newest age class has zero arca
since 10 new arca was created, and the next youngest class loses 82*,;;51 units to account
for the lost cell arca. The factor k accounts for the redistiibution of thin ice into ridged
ice, we assume that all ridged ice is b thmes its original thickness and occuples an area of
(\“‘)‘*}\-—1 ,- The area of this ridged ice is kept as a separate category in the age distribution
record. Here; we use a value of k= b from the ridging study of Parmerter and Coon [1972)].
Thus, approximately 20 units of ridged first-year ice is created from the an arca decrease of
82 units. 1265 units were classified as imultiyear ice. leaving 1235 units of old first-year ice.
Note that the arca of multiycar ice does not remain constant throughout the 12-day period.
This is due to the high backscatter of the open lead, the signature of which overlaps with
that of the multiycar ice backscatier, leading to an over estimmation of multiyear ice. We

discuss a procedure to resolve this classification error in the next section.

Table 2 shows the results from the temporal evolution of the grid cell in Figure H. The
erid cell is extracted from the image time-series. "This cell incrcased in arca during the first
three time intervals, with a decrcase in arca during, the last thme interval in the sequence.
The total decrease in arca of 28/]*1‘7"'] units during the last time interval is accounted for
by decreasing the arca of the three youngest age classes. 71 units of arca arce added to the
ridged first- year ice category. The multiyear ice arca remained relatively constant during, the

whole time sequence because the backscatter of the ice in the leads was low in this casc.

The block diagrain for the entire age/t hickness schemne is shown in Iigure 6. The measure-
ments of ice displacements at cach node and multiyvear arca w ithin cach cell are compn ted
during, cach time step. The tenperature at cach cell is also recorded. The area changes of
the ((11S arethen 11 s¢@ toupdate theape distributionsas deseribed above. The thickness (lis-
1 ribution is then determined using t he temperature record accur nulated for that cell. Some

feat ures of t he scheme are desceribed helow.

T'he ape distribut ion needs Lo be initialized at fall frecze-up - Sinee we do not know the ice ape

(list ribution at frecze-up, obser vations must bemade for a period of t ime before the initial




conditions or initial age distribution no Jonper affect the age distribution estimates. This

start-up period is determined by the oldest age class (excluding first-ycar and multiyear)
we decide to track. For example, if the oldest desired age class is 30 days, then it will take
30 days for the initial conditions (young ice present at start-up) to grow into the first-year
category. Or, the initial distribution of ice in the 0-30 range would have ’aged’ beyond the
range of observation. After this period, the initial conditions are determined and the age

distribution will be correctly represented with the computational procedure above.

As previously noted, the presence of wind-blown open water or frost flowers on thinner
ice could cause the ice classifier to over-estiimate the arca of multiyear ice even though the
winter signature of multiyear ice has been shown to be stable [Kwok and Cunnangham, 1994].
Using, the time series of multiyear ice for a particular cell these mis- classification events can
be identified as positive spikes or humps. Filtering out these events leaves the ‘backeround’
or true multiyear ice area. T'his may still not be perfectly constant since the cell boundaries
(straight lines connecting the corner nodes) are not necessarily material boundaries and
these moving edges can cause ice to shift into or out of a cell. We use a simple procedure
to estimate the average multivear ice arca [Kwok et al., 1995]. Figure 6 shows observed
multiyear ice area for the two grid cell examples used in the previous section; the dashed
line indicates the estimated multivear ice arca determined with this procedure. In the first
example, the newly-opened lead has a backscatter signature which overlaps with that of
multiyear ice and therefore increased the estimated areal fraction of multiyear ice in the grid
cell. As the ice in the lead aged, its backscatter evolved toward a more first-year ice-like
signature and appearance, resulting in a decrcase i arca of multiyear ice. The multivear ice
arca returned to approximately its arca before the lead opened. The sccond example shows
that the backscatter of the ice in the leads remained Jow and thercfore did not confound
the backscatter-based classifier. In both cases, a reasonable estimate of the multivear ice

fraction was obtained.

It is the freezing rate, not temperature or thme alone, that tells the thermal history of cach
ape class. To convert age to ice thickness, we must know the frcezing rate. We approximate
this rate as being proportional to the number of freezing-degree days (FD1)) associaved
with cach age class of cach cell. In Table 1, we have recorded the mean temperature, ove
cach time interval. It is obvious that the accuracy of the temperature field is bnportant,
we discuss he sourc € of t he t emperature fields we use in the RGPS in the next section.

We convert the age distribution. to thickness distribution, with a simple procedure which

9




utilizes the dependence of thickness, H, on freezing-degree days, . For cach arca of young,

ice, there is anupper and lower hounds on the age of the ice due to the Jength of cach time
step: the opemng in the ice could be acated during the heginming, or near the end of the
t himestep. Consequent ly there are two values of” 17, 11])] »erandlower 1)01111 (1S, thatapplyto
cac hage category. We do not keep tiack of 7 for the first - year and multiyear classes. We
used 1 Chedev’s parameterization (discussedd in Maykut, 1 986), with 11 :1.33 1" *® "T'his

v

rclationship is based on 24 station Yea s of observations from various locations in the Soviet

¥

Arctic. Lebedev’s parameterization descr ibes ice growth Ulider 7 average” snow Conditions,
in contrast to others which deseribes ice growth with lit t Ie or no snow cover. The t hickness of
the snow cover is anhmportant paramcet ¢y which controls ice growth, but there is at present

no routine measurements of snow depth over the ice cover.

The 1] )’ and low]” bounds of ice thickness for cach age class :11¢ shown inIigures 4¢C and
He, The highrate of ice growth when the ice is young gives the largest unicert ainty in the
thickness in this youngest age class. I'his uncertainty iimproves as theice ages and t he growth
rate dear cases. The arca occupied by seaice within a thickness range can be read directly
from t hie Figs. 4¢ and He. Cert ainly, a more sophisticated model could be implemented for
computation of ice thickness. and this could easily beincorporated at alat er stage. Fig,. 8
shows a snapshot o the thin ice fraction computed from the trajectories used to create Fig,.

3.

2.3 Summer Open Wailer Ivyaction

The smnmer open wat er fraction within cach cell is determined wit I an algorithm which uses
the winddependenteharacter ist ies of open water. We first comput et he expected backscat ter
cross- sect ion of open water using, the surface wind speed and its direction relative to the
radar look” divection at cach point. A C-HH model function (constructed from current G-VV
model functions using the CXPet ed co polarized response of open water) isused t () provide
thebackscatter crosssection of (])(C2) WillCP using theaboveinformation. S11111111( 1 ice(bare
ice, 1ce with wet snow cover) has a very na row range of backscatter, 1)(stween-17(111 and
12413, At ¢ 11, depending on the wind velocity and incidence anple t 11¢ hackscatter of
ONC D) water conld O\T2ii\]), be above o1 below that of the ice. We do not estil jate the open
water fi ace ton if the backscat ter of water and ice overlap. At points where the open water

hackscatier is above or below that of the ice, we use backscatter taresholds computed using,

1)



the model function to determine whether a pixel belongs to the open water category. Fig. 9
shows an ice/open water KRS 1 and the corresponding classification map of water and ice,

The C-VV mnodel function is used in this case.

2.4 Meclt Onset./Freeze Up

The backscat t ering eross section of at Lagrangian cell is recorded at cach time step A time
series of backscatt ering cross scction histogram of cach cell is used t o determine the dat e of
melt onset and freeze- up. The melt onset algorithm tracks the peak of the histopram for
cals witlhimoethary M)% multiyearice. The detection eriterion is when t H( peak value dips
below a predetermined threshold. We estimate the date to be the t ime when the temporally
interpolatedpeak crosses this till’ Gsllol(l. The freeze up algorithm also t racks the peak of t he
backscattering histogram. When this peak remains above a specified threshold {for o period
of N (lays, cstimate M days prior to the threshold ¢rossing t 0 be the date of freeze. The

det ails and basis for these algorithms arc discussed in Chapter xx.

3 RG PSProducts

The measurem ents made at cach time step are stored in three main tables (‘Table 3): the
conmectivity table, grid point trajectory table and the cell attributes table. This information
is available 1 ousers who need the tables at the lowest level. The size of these tables grow
hinearly with time. There are atotal of fourteen RGPS products (‘'Table 4) derived fi oin these
t ables. Seven products are produced directly from the 1 agrangianice motion obser vations;
they contain information and properties about individual cells. Six gridded products (50
km grid), onan ,SSM/I polar stercogr aphic projection, are sunnnary products derived from
the cell dataset ©1111( last product contains gridded sea level pr essure, surface wind and

tCmperat 1117C estimates which were used inthe analysis of t he SAR data.




3.1  DatabaseT'ables

Grid point trajectory Table. Al cach tine step, the geopraphic location of thoi grid point is

recorded. This table is updated cach time a prid point is tracked to a new location.

Connectivity Table. This keeps track of t 11(1 nunber of points 111 the polygon used to define
a cell. For cach cell, the grid point ident ifiers of t he vertices of the polygtm are st ored. Also,
the birt h and death d ates Of the cell are storc:d. This table is updated when a grid point
or cell is added or deleted. For example when a prid point is deleted, the cells which are

defined by that grid point are no longer valid a11d thus causes the death of these (ells.

Cell Attributes Table. The propertics of cach cell € gL backscat ter histogramn, multiyear ice

fraction. area, ete. arve stored in this table which is updated at cach time step

3.2 Products

Jee Motwon (Lagrang ian/Iulerian). Operationally, a vegular array of points is defined initially
onthe first image of a long time series of” SAR images and the ice motion tracker finds the
positions of those pointsin all subscquent inages of t he series. This Lagrangian product
contains arccord of the trajectories oran ii] ray of positionmeasurements of the’ice particles’
t hat are located on the initial grid which covers a region or the entire Arctic Ocean. The
sampling interval is determined by repeat cov'Crage of these poiiits by SAR finagery. Wit h
an initial grid spacing of b kin, there are approximately ©00, 000 points in this array. Ova
a Wil iter scason of approximately cight mont hs, t 110’1’ arccloscto 32 observationsforecach
t rajectory. The gridded 50 km Fulerian product represent week 'y ice motion which are
optimally interpolated to the grid locations from t hese trajectories.  We pr oduce routine
Iulerian observations of ice motion from image pairs for locations like t he G reenland Sea and
South of the Bering Strait, where the character of t heice motion is such that the deformation
does notallow us to maintain the density of pomts to define a Lagrangian grid. In thes:

special regions, we select a high repeat € o verage fi equency.
10°C Agedlistogram. T'he ice ape distr ibut ion of sea ice specifies the fi actional area covered

by ice in di flerent age classes, within a given region, as a function of time. This ice age

distribution is computed fl’oil] the field of Lagrang jan rajectories deseribed above. The
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algorithm for determining ice age works only in the winter: the assumption is that there is
ice growth in all new leads. The process for ice age deterinination is initialized shortly after
fall freceze-up and is operated Ul the onset of melt. For cach observation of a cell, we update
the ice age histogram. The resolution of age is dependent on the sampling, interval of the area
of interest. As an example, for a series of images with, say, seven days between successive
images, the age classes would be: 07 days, 7-14 days, 14-21 days, 21-28 days, ..., first-ycar
ice, multiyear ice and ridged first-year ice. We note that the ice age categories for a given age
histogram do not have necessarily have the age ranges because the sampling, intervals could
Le non-uniform. The multiyear ice fraction is obtained using an ice classification algorithm.
The accamulated freezing- degree days associated with cach age class is also recorded. The
surface air temperatures for computing, the freezing-degree days are extracted from analyzed
temperature fields (deseribed below). There are three ice age histogram products. The first
ice age histogram product contains records of local ice age distributions and the accumulated
freczing-degree days of each age class within cach Lagrangian cell. The interpolated ice age
histogram product provides uniformn age categories (3-day) rather than the non-unifornm age
categories in the previous product. The last product is a gridded (50km) product which

sunnnarizes the ice age histograins on an Farth fixed grid.

Tee I'hickn ess Histogram ‘The ice thickness distr ibut ion specifies the fractional arca covered
by ice in given thickness ranges within a region as a function of time. The ice thickness
distribution is estimated fromt heice age (list ribution using an cmpiricalrelationshiip between
freezinip-degree days andice thickness as describyed above. The highest resolution pr-oducts
provide the ice thickness hist ograms of of the Lagrangian cells.  Again, a 50 km pridded

product of the ice thickness histograms is produced from the cdl observations.

Open Water Fraction. Sunmnner ice conditions will be characterized by an open water fraction
product. The summer open water fraction in a Lagrangian cell is estimated from kinematics
and backscatier data. Kinematics pives the expected arca change velative to a previous
observation and the backscatter distribution provides an estimate of the areal coverage of

open water in a cell.

Backscat ter Histogram of Lagrang ian cells. 1110 hackscatterhistograms of t 11¢ 1 agrangian
cells are recorded i this product Thebackscatter histogram for cach cell is saved in tweenty
1 dB bins. The backscatter history will allow t he correlation of surface properties of t he sea

ice t oatmogphericand SilPRICC conditions.
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Date of Mclt-onset in Spring/ Freeze-up in Fall. There is a fairly well- defined change in the
backscatter of the snow/ice to the onset of melt and freeze-up. The analysis algorithm will
detect and cstimate the date this scasonal transition using the time series of backscatter
product. Different parts of the Arctic go through these transitions at different dates and
this product would provide a high spatial 1esolution of the date of transition although the

temporal resolution is dependent on the repeat observations of the Lagrangian cclls.

Daily Gridded Iiclds of Pressure, Temperalure and Geostrophic Wind. The gridded surface
pressure and wind fields ave derived by interpolation of the pressure and wind fields from
obtained from the National Meteorological Center (NMC). The analyzed temperature field
is a G-hourly, 21 temperature data set [Martin and Munoz1996) provided by the POLES
(PPOLar Fxchange at the Sea Surface), a NASA interdisciplinary project. The gridded air
temperatures arve estimated using an optimal interpolation scheme with temperature inputs
from drifting, buoys, manncd drifting stations, coastal land weather stations and ship reports.

These are the air temperature estimates we use in the conversion of ice age to ice thickness.

3.3  Sampling Issues and Mcasurcement lorrors

Spatial and Temporal Undersampling. The spatial sampling of the small scale motion ficld
is limited by the density of grid points. In this case, the spatial sampling of the motion
ficld is on the order of 5 km, thus smaller scale motion detalls are not resolved and the
field is undersampled. The deformation of a region of ice is represented by these deforming
polygons, so the geometry of the region is very coarsely represented. We do not know the
quantitative effect of this spatial undersampling. The motion field is also temporally under-
sampled. The samphing vate is dependent on the repeat observation of a region which in our
case is constrained by orbit geometry and repeat cycles. Again, the motion details between
obscervations are not resolved and the temporal record is undersampled. The temporal under-
sampling has a direct eflect on the computation of total open water production and ridging.
These parameters will be underestimated as was sugpested by Fowler ef ol (1996). Coon
ct al (1996) studicd the ellects of undersampling using, buoy data and suppested correction

factors to compensate for the weekly samnpling issuc.

Measwremend I9rrors. Th ese are two primmary sources of crror inmcasuring ice motion from

satellite imag crv: (1) the peolocation uncertainty of cach image pixeliand (?) the tracking,

11




error which is the uncertainty in identifying common features in an image pair. A more
detailed discussion of these errors can be found in Holt et al. (1992). For KRS 1 hnagery,
the yncertainty in ice displacement is approximately 0.3 km.  Deformation computations
are typically not aflected by geolocation errors if these errors are positional biases. Tor
SAR imagery, the geolocation errors are biases and the variations are negligible within an
nnage. Stern et al. (1995) estimated that uncertainty i divergence computed from the
GPS ice motion products is approximately 0.008. FFor RADARSA'L, these errors need to be

re-assessed.

4 The System

The mapping approach nses the RADARSAT ScanSAR Wide I3 mode to provide a close to
7-day repeat coverage of the Arctic Ocean and adjacent Scas. The swath width of this mode
is approximately 460 km. The drift of the orbit over seven days, within the 24 day yepeat
cycle, is modest and always castward. In our approach, the passes from days 3 and 4 are
used for the first map (Fig. 1). This mapping, is completed in 48 hrs. Later maps are made
on days 10/11, 17/18 and 24/1. Fach map takes less than 107 mins of radar-on time. In the
following, 24-day cycle, we repeat the mapping starting with passes from days 3 and 4. The
interval in days between the maps are 3,7,7 and 7. This sequence is repeated for all cycles.
The maps are constructed predominantly with descending passes and gaps are filled with
ascending passes. Over a 24-day repeat period, 423 mins of ScanSAR data are required to
map the Arctic Ocean for the purposes of the RGPS, This represents a daily data rate of
close to fourteen H00 Km x 460 Km ScanSAR nmages.

T'hroughput/Storage. The RGPS throughput is designed to slightly exceed this daily rate
to accomodate a certain amount. of reprocessing, of the data. The computation capability
required to sustain this thronghput is provided by application accelerators which provide am
agerepate floating point. performance of approximately 1 Gflops. We store approximately
30-days of image data in the system for eflicient paiving, of the image frames for motion
tracking. In addition, storage space is required 1o accomdate the database tables described

Al
1

i the previous section. A total storape capacity of 100 GB is available for such purposes.



Ice Motion Tracking. 'The Lagrangian observations are sensitive to errors introduced by the
tracker because errors in Jocation propagate through the time sequence. In the RGPS, all
results from the antomated tracking procedure are visually imspected by an operator before
the observations are recorded. To make this process more eflicient the operator is provided
with the capability to view arcas of large deformation as designated by the tracker and to

correct the tracker results where appropriate.

Other Data Sources. The system assimilates data wind and pressure data produced by
the National Meteorological Center (NMC) and re-prids them into a Polar Stercographic
projection. Also, the 2-m temperature field (described previously) is provided to us by the

POLES project. These datasets are used in the analysis of the SAR data.

Archive and Distribution. 'The RGPS does not archive and distribute data products. The
RGPS products are delivered to the Alaska SAR Facility where they are archived and dis

tributed to users.

Flexibility. A goal in system development is to provide the flexibility for ease of incorpora-
tion of new algorithims. We envisage that new algorithims and methods to enhance carrent
alporithms will be proposed as the science conmmunity develops experience working, with
SA ! data and the current set of geophysical products. I e system is designed such that the

adc ition of new algorithing are a relatively simple procec ure.

5 Summary and Discussion

V(" aave deseribed the seaice algorithins that are used to penerate the RG S data product s.
The processing system described here ser v(is t hiree purposes: (1) To transform values of radar
backscatter into fields of informationthatare 11 s¢1°111 for scientists; (2) ‘I'() analyzeimages
consistently, so th at comparisons cani be made over wide spatial and temporal scales without
bias ductoprocessing; and (3) ‘1 °0 handle large volumes of data. T'he RGPS algorithns give
us an opportunity Lo estimate sca ice parameters (ice age/t hickness) previously imaccessible
using other dat asets. The potential payolls m peophysical underst anding of t he polar regions
will be very large if t he radar coverage and data quality allow us to rout inely make basin- scale

ohservations of the Arctic Ocean.




In April of 18994, an RGPS Working Group was established 1o define the geophysical vari
ables which could be routinely extracted fromn the RADARSAT SAR data, to specify the data

products and to monitor the implementation process and the evolution of the system. The
current membership contributes direcetly to the development of the analysis algorithnns and
definition of the data products. This group is also be responsible for the verification of the
system, the validation of the data products and processing, strategy. We define verification
as the process used to confirm that the system and procedures work as designed and vali-
dation to be the test of scientific validity of the products. After the initial release of RGPS
data products, we envisage a larger group which imcludes participation of the broader user

connmunity to facilitate exchange of information and ideas amongst users of the products.

At the time of this writing, (June 1996), the RADARSAT commissioning, phase activities
arc drawing to a close. These activitives include the checkout of the space segiment, ground
scgment and the calibration of the RADARSAT beams. The release of the SAR data fo
RGPS analysis will be available shortly. Based on the current schedule, the implementation
of RGPS will be completed in October of 1996. This is followed by a six-month verification
phase, for assessment of the performance of the systemn and the verification of the alporithms,

after which the system will start routine processing, of the Arctic Ocean data.
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Heeora of Parameters (Arcachanges, ApeDistribution) {from ‘1 tme-sequence Analysis
(Example 1)

4 (ro1(1 Time Mecan Cell DD Arca® of ApeClass j
(1) AY:HH) Temp, T Avca, A | 2 3 4 1% MY Ridged 1Y
| 077:22 -23 2500 1164 1336 0
2 080:22 -20 3034 6o H34 Ho8 1902 0
3 083:22 -20 3205 126 171 534 H36 1964 0
4 086:22 -19 3314 166 11°2 171 534 1046 1454 0
5 (89:22 -17 3235 229 0 10 171 534 1235 126)H 20

* 1 pixel = 100 x 100m = 10000 1m? = unit arvea

DD = Cumulative freezing-degree days

Table?2

Record of Parameters (Arca ch anges, Age Distribution) from Time-sequence Analysis
(Ixample 2)

Record Time Mecan Call DD Avca* of AgeClass j
(DAY:H11) 1 em p, T Avca, A* 1 2 3 4 1“% MY Rideged 'Y
! 077:22 23 2000 692 1808 0
2 080:22 -20 27306 0Oh 236 57H 1925 (0
3 083:22 -20 2807 126 71 2306 0612 |88Y 0
4 086:22 -19 2081 166 112 71 236 540 1960 0
h 089:22 17 2697 20 0 0 0 12 H8S 1912 71

“ 1 pixels 100m x 100m = 10000 22 unit arca

FDID = Cumulative freezing-degree days
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Table 3
RGPS Database Tables

Grid Dot Trayectories
Grid point identifier 1 Time of observation
Latitude
Longitude

Grid point identifier 2 Time of observation

Grid Connectinty 'Table
Cell identifier 1 Number of Vertices (N)

Grid point identifier 1

Grid point identifier N
Birth Date
Death Date

Cell identifier 2 Number of Vertices (N)

Cell Attribut es Tab e
Cell identifier 1 Time of observation
Arca
Air Temperature
Wind u, v
Winter: multiyear ice arca
Suimner: open water fraction
Incidence angle
Backscatter histogram

Cellsdentifier 2 Thoe of observation
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RGPS Data Products

Description
1 agrangianmotiontrajectories
Gridded ice motion
Iulerian ice motion
lIce age histogram
Ice age histogram (interpolated)
Gridded ice age hist ogram
Jee Thickness histogr am
Gridded ice thickness histogram
Arca/open water fraction
Gridded open water fraction
Backscatter histogram
Gridded backscatter histogram
Malt Onset/Yreeze Up
Gridded Wind/Terppy /Pressure

‘1able4

Scason

Winter/Summer
Winter /Suimmer

Winter/summer

Winter
Winter
Winter
Winter
Winter
Smmmner

Sumner

Winter/Summner
Wint,cr/Summ(s]'
Winter/Summer
Winter/Sunnner

Grid Spacing
Variable
50 km
5 ki
Variable
Variable
50 kin
Variable
50 kn
Variable
50 km
Variable
0 Vkmr
Variable

50 kin

Frequency
Wecekly
Weekly
Variable
Wecekly
Weekly
Weekly
Weekly
Weekly
Weekly
Weekly
Weekly
Weckly

T'wice yearly

Daily




Figurce Captlions

10{ ipurc 1.1 ADARSAT Snapshot of the Arvetic Ocean using, ScanSAR coverage from Days 5

and 4 of therepeat cycle.

Figure2.Displacementvectors (1 °1 vediroma pair of KRS - 1 SARmages (ISRST images: (1S A
1 w(i).

Figure 3. Deforination of the ice cover (May 92 thra July 1993) constructed from la-
grangian ice mot ion observations A simulat ion. (The Lagrangian t raject ories are @1 eat ed

fromn AVHRR ice motion obser vations).

Figure 4. Determination of ice age distribution and thickness distribution in a grid cell
extracted from the thine sequence (Ixample 1), (a) The image sequence showing t he defc -
mation of a grid cell. (b) 1ot of arca changes asafunction of tun ¢, and age histograms
computed from the avca changes. (€) Plot of the freezing- degree days and the computed thick-
ness of the ice. (O 1 pixel = 100m x 100//7/ = 10000 217 :  unit arca) (KRS1 images:(IESA
I w(i)

Figure . 1 determination of ice age distribution and t hickness distribut jion in a grid cell
ext racted from the time sequence (Example 2). () The hnage sequence showing t he defor-
mation of agrid cd]. (b)Plot of arca changes as a function of time, and age histograms
computed from the arcachanges. (¢) 1 1ot of the freezing: depree days and the computed thick-
ness of the ice, (* 1 pixel: 100m x 100m 10000 m? - unit arca) (1RST images:(@QISSA
1996)

Iigure 6. Block diagram showing the general schen ie.
Figure 7. Plot of the arca of MY ice, I3y apy, in t he two prid cells. (a) Grid cell 15 (b) Grid
cell 2. Dashed e shows the average MY arca. Apgy-, conmp uted using the procedure in the

text. ("1 pixel — 100/)/” x 100//" 100007 wunit arca)

Figure 8. Thin ice fract ion (< 25 can) estimat ((1 by the ice age/thickness algorithim using,

t he shnulated ice mot ion trajectories used to ereate g, 3.

Figure 9. Open water fract ion cor nputed using t he expect ed backscatter of wind roughed
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water as threshold. (ERST images:@©ESA 1996)
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Radarsat Arctic Summer ""Srap-Shot"’
ScanSAR (460km) Coverage for Episode I of 4 (Orbits 029- 057)

J. Crawford /JPL (Net SAR on-Time: 90 Minutes !
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